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Figure 1: Three popular VR locomotion techniques implemented and augmented with audio and haptic cues for accessibility: a) 
Arm Swinging - uses the movement of the arms (up/down) while standing in place and pressing the trigger buttons; b) Linear 
Movement - relies on the controller’s thumbstick to indicate the walking direction and speed; and c) Point & Teleport - uses the 
controller’s direction and inclination to select the location, and the trigger button to Teleport. All techniques use the headset 
orientation to infer head orientation. 

ABSTRACT 
Many Virtual Reality (VR) locomotion techniques have been pro-
posed, but those explored for and with blind people are often 

custom-made or require specialized equipment. Consequently, it 
is unclear how popular techniques can support blind people’s VR 
locomotion, blocking access to most VR experiences. We imple-
mented three popular techniques — Arm Swinging, Linear Move-
ment (joystick-based steering), and Point & Teleport — with minor 
adaptations for accessibility. We conducted a study with 14 blind 
participants consisting of navigation tasks with these techniques 
and a semi-structured interview. We found no diferences in overall 
performance (e.g., completion time), but contrasting preferences. 
Findings highlight the challenges and advantages of each technique 
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and participants’ strategies. We discuss, among others, how aug-
menting the techniques enabled blind people to navigate in VR, the 
greater control of movement of Arm Swinging, the simplicity and 
familiarity of Linear Movement, and the potential for efciency and 
for scanning the environment of Point & Teleport. 
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• Human-centered computing → Human computer interac-
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1 INTRODUCTION 
Locomotion plays a key role in Virtual Reality (VR), allowing users 
to navigate and explore the virtual world. Multiple techniques have 
been proposed and implemented [6, 13, 18], ranging from familiar 
digital interactions (e.g., analog joystick) to magical (e.g., teleport) 
options or to mimic real-world movement (e.g., a treadmill or arm 
swinging). This variety of locomotion techniques provides a range 
of experiences with diferent levels of immersion, comfort, and 
freedom of movement [18, 43]. In addition, the diferent interaction 
mechanisms satisfy diferent abilities (e.g., using the controllers, 
legs, or even posture to walk), potentially increasing the accessibil-
ity of VR experiences. Still, little is known about the accessibility of 
locomotion techniques, particularly for visually impaired people. 

Visual feedback is the primary means of interaction in current 
VR experiences, posing signifcant challenges for blind people to 
both understand and navigate the environment. Prior research in 
accessible VR for blind people has focused on developing and eval-
uating custom-made applications, for instance, to support Orienta-
tion and Mobility training [19, 38, 55, 58]. In particular, locomotion 
approaches often mimic real-world behavior leveraging prior skills 
and experience– e.g., by augmenting a white cane [41, 56, 62]. While 
these novel, specialized approaches provide valuable contributions 
to the feld, they are generally unavailable in current VR appli-
cations – for instance, due to the need for additional equipment, 
and/or because the prototypes are used in research contexts alone. 
In addition, designers often carefully choose the locomotion method 
as it afects the experience [11, 12], meaning specialized techniques 
could be complex (or sometimes unft) to integrate into existing 
experiences – e.g., walking with a white cane signifcantly difers 
from Teleport. For these reasons, VR applications are currently 
deeply tied to the locomotion techniques selected by their design-
ers. Understanding the potential that the most popular locomotion 
techniques have to support accessible experiences may increase 
and diversify blind people’s access to (mainstream) VR experiences. 

In this paper, we investigate how three common locomotion tech-
niques support blind people navigating VR environments: 1) Arm 
Swinging, which uses body movement (arms) similar to real-world 
walking; 2) Linear Movement, which relies on the controller’s 
thumbstick; and 3) Point & Teleport, which instantly moves the 
avatar to a specifc location. We then augmented each technique 
when necessary with haptic and auditory cues to ensure accessi-
bility (e.g., the sound of footsteps and haptic/sound of collisions), 
as suggested by prior work (e.g., [2, 21, 27]). Our main goal was 
to understand how these techniques support, or not, blind people 
navigating VR environments. In particular, we wanted to answer 
the following research questions: 

• What are the diferences among Arm Swinging, Linear Move-
ment, and Point & Teleport in terms of performance and user 
preference? 

• What are the relative advantages of each technique, and how 
do users’ interactions and strategies impact performance? 

We conducted a user study where 14 blind people were asked 
to complete VR navigation tasks using the three locomotion tech-
niques. We evaluated the efectiveness (reaching the objectives) 
and efciency (completion time and travel distance) of the three 
techniques in each scenario, performed a brief questionnaire, and 
conducted a semi-structured interview to better understand user 
strategies and preferences. 

Our fndings showed that most participants could complete the 
navigation tasks with the three locomotion techniques. However, 
they showed no statistically signifcant diferences among tech-
niques in performance nor self-reported ease of use, fun, comfort, 
efciency, and accessibility. This is likely because performance and 
preferences varied widely among participants, as did their inter-
actions and strategies. Linear Movement was often mentioned as 
comfortable, familiar, and fun by regular and occasional gamers, 
but boring and uncomfortable by others. Arm Swinging provided 
greater awareness of movement and enabled more participants to 
reach the fve objectives, but Point & Teleport resulted in the fastest 
trials (e.g., by performing quick, consecutive teleports). In addition, 
some behaviors were transversal to all techniques, such as using 
body rotation to better align with the objectives. Finally, we discuss 
lessons learned from our study to inform accessible VR locomotion 
design, particularly the efect of augmented audio and haptic cues, 
and each technique’s advantages, drawbacks, and afordances. 

2 RELATED WORK 
This section discusses 1) the numerous locomotion techniques im-
plemented and studied with sighted people, 2) research eforts for 
accessible virtual environments for blind people, and 3) locomotion 
for blind people in VR. 

2.1 Locomotion in VR 
Locomotion is an essential aspect of VR design and is vital to the 
overall user experience [18]. It enables users to engage with virtual 
environments in previously impossible ways, such as physically 
walking, running, or jumping. 

Prior research has extensively studied the numerous locomotion 
techniques proposed and implemented in commercial and academic 
contexts. Many literature reviews, taxonomies, and databases (e.g., 
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[1, 5, 13, 18, 43]) have tried to defne existing locomotion tech-
niques and study essential elements such as immersion, ease of use, 
tiredness, motion sickness, among others. 

Literature reviews often assign locomotion techniques into spe-
cifc categories, creating taxonomies to group similar locomotion 
techniques together. Martinez et al. [43] relied on known taxonomies 
[1, 7] to categorize locomotion techniques and understand their 
exploration in the literature. They found that Walking-based Loco-
motion (i.e. relies on physical movements and actions) is the most 
prevalent, followed by Steering-based (i.e. users may continuously 
specify a direction of travel – e.g., with a joystick) and Selection-
based (i.e. select a destination or path to travel to – e.g., teleport). 
Less common techniques fall under Manipulation-based (i.e. users 
may manually control their position in the environment, such as 
dragging to a particular position) and Automated (i.e. the system 
controls the user’s movement). 

Similarly, Boletsis [5] found that most VR locomotion techniques 
rely on physical interaction, harnessing physical motion cues to 
navigate within VR environments. While these reviews and exist-
ing studies comparing a subset of techniques showcase the pros 
and cons of each technique, they sometimes present contradicting 
fndings. For instance, joystick-based techniques are sometimes 
found to outperform the others [13], but specifc comparisons of-
ten fnd more efcient techniques, such as Point & Teleport [8], 
or Redirected Walking [40]. These diferences support the need to 
investigate prominent techniques under diferent scenarios. Still, 
the accessibility of locomotion techniques is not addressed in prior 
reviews, despite the known challenges experienced by people with 
disabilities with VR technologies [17]. 

An exception is the Locomotion Vault [18], a database and visu-
alization consolidating information on 109 locomotion techniques. 
It contains a selection of 19 attributes derived from the analysis of 
the literature and two attributes proposed by the authors - one of 
which is accessibility (“how easy is adopting this LT for users with 
disabilities?”). Despite the step forward, accessibility is defned in 
terms of the motor ability required to use the techniques, which is 
likely due to prior research on VR for people with motor impair-
ments (e.g., [45, 60]). Still, there is very limited knowledge of the 
accessibility of locomotion techniques for people who are blind. 

2.2 Virtual Environments for Blind People 
The accessibility of virtual environments is frequently ignored, 
which is especially relevant for blind people, as interaction usually 
relies on visual stimuli. 

Digital gaming is one of the most active research areas trying 
to improve blind people’s experience in virtual environments (e.g., 
[3, 21, 47, 48, 57]). NavStick [47], for instance, allows blind gamers 
to probe their surroundings by scanning a specifc direction at a 
time with the controller joystick. Gonçalves et al., [21] explored 
how expert blind gamers played mainstream visual-centric games, 
as well as the strategies employed to successfully navigate the 
environment. In both works, the importance of sound design is 
highlighted, as well as the ability to understand the surroundings 
to be able to navigate therein. 

In more immersive VR – e.g., using a Head-Mounted Display 
(HMD) – prior work has also shown the importance of audio and 
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haptic feedback for understanding virtual environments [34]. Re-
cent eforts include augmenting virtual objects with alternative 
audio representations using a VR boxing use case [22], and support-
ing social VR experiences by dividing the social space into diferent 
social bubbles while conveying audio feedback accordingly [30]. 

Another active line of research is the design of virtual environ-
ments to support mobility training or gaining spatial knowledge of 
real-world locations [14, 19, 23, 36, 59]. These and other works also 
leverage blind people’s skills in the real world to support navigating 
virtual worlds – e.g., using echolocation skills [2]. In addition, for 
systems with desktop and smartphone implementations, navigation 
often relies on the keyboard or joystick (e.g., [14]), or the smart-
phone itself (e.g., [23]). Still, current VR technology now supports 
more immersive alternatives that blind people may leverage. 

The abovementioned research has contributed valuable knowl-
edge to design more accessible virtual environments. In particular, 
the haptic and audio feedback used in prior work can inform the de-
sign of accessible virtual environments and locomotion techniques. 

2.3 VR Locomotion for Blind People 
Locomotion techniques aiming to create immersion often draw in-
spiration from real-world settings, translating physical movements 
from real into virtual environments. An existing approach is to 
walk in the real world, producing the same efect in the virtual 
world. This has been used in past work on Orientation and Mobility 
training [59], and on promoting physical activity [28]. However, the 
equivalence to real walking imposes constraints as the experience 
must be designed for small spaces, or a large space is needed for 
using the device. 

A way to deal with physical space restrictions is to use walking-
based techniques where users stand in place. Prior explorations 
with blind people include either a treadmill or trackers to detect 
steps [25, 33, 35], which require specialized equipment. 

Other techniques, exclusively designed for blind people, use their 
mobility skills and navigation aids to support virtual navigation. In 
particular, prior work has proposed using a white cane, augmented 
with haptic, force-feedback to simulate obstacles and real-world 
navigation [41, 56, 62]. Alternatively, prior work has explored tele-
porting to specifc locations selected from lists of objects, people, 
or points of interest [4]. Such approaches signifcantly ease reach-
ing specifc destinations but at the cost of freedom of movement 
through the environment. 

Additional works have compared existing locomotion techniques 
[25, 35]. For instance, BlindWalkVr [35] compared using walking-
based techniques (with treadmills or trackers) against the Joystick 
and found the latter to feel safer, more precise, and intuitive. In 
addition, participants felt walking on treadmills was unnatural. Still, 
the evaluation was based on the users’ subjective perceptions alone. 

Overall, prior research has made signifcant contributions, fre-
quently relying on custom-made solutions that demand specialized 
equipment or extensive/unrestrictive spaces. Unfortunately, this 
specifcity often restricts the widespread adoption and implemen-
tation of such techniques due to their intricate setup requirements. 
In this work, we focus on widely popular techniques that lack these 
demanding prerequisites, aiming to enhance our understanding 
of approaches more readily accessible to the general population. 
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Prior research also exploring common techniques (some requiring 
specialized equipment) has provided interesting insights based on 
participants’ subjective perspectives [35]. Instead, we focus both 
on objective metrics to understand how each technique impacts 
performance, and on observations and subjective feedback from 
semi-structured interviews to gain a deeper understanding of users’ 
perceptions and behaviours. 

3 LOCOMOTION TECHNIQUES FOR BLIND 
PEOPLE IN VR 

There have been valuable contributions concerning locomotion 
techniques for blind people, but there is still little knowledge of how 
common techniques support blind virtual navigation. In particular, 
we aim to explore blind people’s performance and preferences 
with the most common types of locomotion techniques – walking, 
steering, and selection-based [43]. 

To select the locomotion techniques, we analyzed both the litera-
ture (e.g., [6, 13, 18, 43]) and resources available on the market (e.g., 
[24, 61]). Similarly to prior work [10, 16, 40, 46, 53], we considered 
techniques that can be used in place (to avoid being constrained 
by the physical world) and that do not require any specialized 
hardware besides the HMD and handheld controllers. In addition, 
we selected techniques that are very diferent among themselves 
while also being popular in the literature and commercial VR ap-
plications. We also ensure we have represented VR’s versatility 
with techniques that provide a sense of realism or transcend the 
boundaries of physics (magical) [18]. 

In this work, we implemented and evaluated three locomotion 
techniques: Arm Swinging, Linear Movement, and Point & Tele-
port. We maintained the core implementation of these techniques 
and augmented them with haptic and auditory cues (e.g., colli-
sions represented with sound and vibrations) to support accessible 
navigation. In the implementation of these cues, we performed 
preliminary testing within the research team and one pilot study 
with a blind participant, who helped refne our feedback cues. 

3.1 Arm Swinging 
Arm Swinging is a Walking-based technique relying on Partial-Gait 
locomotion [43], where users are required to move their arms while 
standing in place and pressing the trigger buttons (Figure 2 A1). 
The velocity of the virtual character depends on how fast users 
move their arms (Figure 2 A2), and the headset orientation gives the 
direction. Arm Swinging is the most explored Walking-based tech-
nique in the literature, considering those not requiring additional 
hardware and where the user stands in place [43]. In addition, it is 
included in many VR applications (e.g., Thief Simulator VR, Creed: 
Rise to Glory). 

We implemented additional cues to ensure the accessibility of 
this technique based on prior work on accessible virtual environ-
ments [2, 21, 27]. These cues include the sound of footsteps that 
indicate both the walking speed and the type of terrain. Collisions 
are announced with a bumping sound and the vibration of their 
controllers. For instance, if the user collides front-facing an obstacle, 
both controllers vibrate, but if the obstacle is on the right, only the 
right controller vibrates (and footsteps may continue if the collision 
– e.g., with a wall – is not stopping the user). 

3.2 Linear Movement 
Linear Movement (referred to as Joystick-directed Steering in [43]) 
is the most explored Steering-based locomotion technique in the 
literature [43] and is available in many VR applications. This tech-
nique relies on the controller’s thumbstick to indicate the walk-
ing direction (with right and left corresponding to lateral move-
ment) (Figure 2 B). Similarly to Arm Swinging, rotation is given by 
head(set) orientation, meaning the user can still rotate physically. 
Velocity depends on the force applied to the thumbstick, meaning 
that slightly pushing it forward would result in walking slowly. 

The additional cues implemented in this technique include the 
sound of footsteps and collisions (as in Arm Swinging). In addi-
tion, we included a soft mono audio (wind sound) to indicate when 
the user is moving straight ahead (within a 10º radius). This was 
intended to prevent veering due to users slightly tilting the thumb-
stick to the left/right when trying to move forward, which was 
observed in preliminary testing. 

3.3 Point & Teleport 
Point & Teleport is the most explored Selection-based locomotion 
technique in the literature [43] and one of the most overall (both in 
the literature and commercial VR applications). Because of its ubiq-
uity in diferent VR platforms (e.g. Meta Quest) [29], we used the 
arc-based or parabolic curve aim. This technique relies on the con-
troller to point to a specifc destination, instantly placing the user at 
the intended location after pressing and releasing the trigger button 
(Figure 2 C1)). In addition to the direction (Figure 2 C3)), the user 
can control the distance of the teleport by pointing the controller 
upward (further away) or downward (Figure 2 C2)). Head(set) ori-
entation afects the audio feedback received (as if the avatar turns 
the head in the virtual world), but the controller’s position and 
orientation are what dictate the direction of the teleport. 

We implemented additional cues to support users in understand-
ing the outcomes of their actions. To convey both direction and 
proximity, a sonar-like spatialized sound is emitted from the desti-
nation’s location when pointing to teleport. To help detect obstacles, 
a diferent sound is emitted (e.g., a bumping sound) when point-
ing to a location where teleportation is impossible (e.g., a wall). 
For confrmation, a distinctive “whoosh” sound is emitted when 
teleport is successful. To provide additional feedback on the dis-
tance traveled, the length of such sound varies – meaning longer 
the teleport, longer the “whoosh” sound, and vice-versa. After this 
sound, one footstep sound is emitted to convey the terrain where 
the user landed. When trying to teleport to an impossible location 
(e.g., a wall), a failure sound is emitted. Finally, a subtle vibration 
on the controller used for pointing is conveyed when reaching the 
maximum teleport amplitude. 

4 USER STUDY 
We conducted a user study with 14 blind participants aiming at 
answering the following research questions: 

(1) What are the diferences among Arm Swinging, Linear Move-
ment, and Point & Teleport in terms of performance and user 
preference? 

(2) What are the relative advantages of each technique and how 
do users’ interactions and strategies impact performance? 
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Figure 2: The three popular locomotion techniques with the respective feedback (the icons represent auditory and haptic 
feedback): (A) Arm Swinging - A1) Trigger buttons of VR controllers to engage the technique; A2) user moving the arms in an 
up and down motion; (B) Linear Movement input, displaying possible directions to push the thumbstick. The force applied 
to the thumbstick infuences speed; (C) Point & Teleport - C1) Trigger button of VR controller to engage the technique; C2) 
user controlling the distance of the teleportation alternating the wrist upward to downward, vice versa; C3) user adjusting the 
direction of the destination. 

Participants completed navigation tasks using the three tech-
niques in a VR environment, followed by a semi-structured inter-
view to gather a comprehensive understanding of strategies and 
preferences. The study protocol was approved by the University’s 
Ethics Committee. 

4.1 Implementation of VR Prototype 
Our VR prototype was developed using Unity3D, running on the 
Meta Quest 2 VR system, with the Rift software and the Oculus 
Integration package. Meta Quest 2 includes a Headset and two con-
trollers. In addition, we used the Oculus Spatializer Plugin for sound 
spatialization, Narakeet for TTS (Text-to-Speech), and the Firebase 
realtime database to log all user interactions. The implementation 
of the virtual environments and of the three locomotion techniques 
is available at https://git.lasige.di.fc.ul.pt/raribeiro/vr-locomotion-
blind-people. 

4.1.1 Virtual Environments. We built two environments for the 
user study: a learning environment (180x180 meters) to introduce 
participants to the technique and to the VR application and a study 
environment (260x200 meters, with three possible layouts) to per-
form the study tasks. 

Learning Environment. This environment introduces new 
elements iteratively, allowing participants to learn new features 
gradually. It starts as an open, no-boundary space with two diferent 
types of terrain, to understand how to move with a given technique 

and the feedback of footsteps (velocity and sound of each terrain). 
Then, a wall is introduced to explain how collisions work. Finally, 
an objective element producing sound is added to better explain 
spatialized audio, and participants are tasked to reach it. 

Study Environment. This environment features a boundary 
space, with grass terrain, and a gravel path with varying angles. 
Both the grass and gravel terrains include obstacles. This environ-
ment also features fve objective elements that produce a looped 
piano sound1, to convey target location in space. We designed three 
equivalent layouts (Figure 3) to be used in the study tasks. 

4.1.2 Locomotion Techniques. When possible, we used the native 
assets provided by Unity3D and the Oculus Integration package for 
the locomotion techniques. Below, we detail the implementation of 
each technique. 

Arm Swinging. Since Arm Swinging is unavailable in the Ocu-
lus Integration package, we based our implementation on prior ex-
amples of this technique. In particular, the Arm Swinger technique2 

described in the Locomotion Vault [18], and a prior implementation 
described online3. 

1Piano Sound - https://pixabay.com/sound-efects/67634/ (last visited on February 2nd, 
2024)
2Github repository - https://github.com/ElectricNightOwl/ArmSwinger (last visited 
on February 2nd, 2024)
3Unity VR XR Toolkit Development (Walking In Place, Arm Swing) Tutorial - https: 
//youtu.be/Eipi6rNPz9U (last visited on February 2nd, 2024) 

https://git.lasige.di.fc.ul.pt/raribeiro/vr-locomotion-blind-people
https://git.lasige.di.fc.ul.pt/raribeiro/vr-locomotion-blind-people
https://pixabay.com/sound-effects/67634/
https://github.com/ElectricNightOwl/ArmSwinger
https://youtu.be/Eipi6rNPz9U
https://youtu.be/Eipi6rNPz9U
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Figure 3: Study Environment with the three possible layouts (a, b, and c), and all the objectives (and corresponding sequences) 

We used the velocity of movement of the VR controllers, to un-
derstand how fast the user was moving. To ensure that the velocity 
aligns accurately with the user’s perspective, the velocities (of each 
controller) were converted to world space where the maximum 
velocity is 2.5 m/s. This value was based both on prior studies that 
used 2 or 3 m/s [6, 39] and on experimentation to ensure realistic 
footstep rhythm. 

Linear Movement. We used the implementation available in 
the Oculus Integration package. We changed the speed threshold to 
ensure a velocity range similar to Arm Swinging, with a maximum 
of 2.5 m/s. In addition, we added the footstep and collision feedback, 
and the wind sound to prevent veering. 

Point & Teleport. We adapted the implementation from Oculus 
Integration package to support the audio and haptic cues previously 
described. The orientation of the controller indicates the direction 
of Teleport, and the maximum range is approximately 8 meters. 

4.2 Participants 
We recruited 14 blind participants (Table 1) through a local training 
institution for people with visual impairments. Participants were 
between 26 and 63 years old (M=41.5; SD=10.4). Thirteen partici-
pants were totally blind or had light perception at most, while one 
(P11) had residual vision in one eye4. We excluded P11 from the 
quantitative analysis due to a higher level of residual vision, as 
well as P4, who completed only one of the tasks due to fatigue but 
considered their comments in the qualitative analysis. Most partici-
pants rated themselves as somehow experienced with technology 
but less experienced with virtual environments. Seven participants 
had never tried VR, while six tried it once or twice. In particular, 
four participants experimented with VR in a prior research study, 
while the others did not specify their prior experience. 

4.3 Apparatus 
We used the above VR prototype, running on a laptop with com-
patible system graphics (NVIDIA GeForce RTX 3070). The wired 

4While recruitment was directed to people with no to very little residual vision, P11 
reported having residual vision when starting the study, which enabled him to perceive 
some elements in the virtual environment. 

connection gave more control over the experience, enabling the re-
searcher to set/switch the environments and techniques as needed 
and have visual feedback. During the study tasks, participants were 
instructed to use headphones to enhance spatialized audio. The data 
from the study (e.g. task completion, time) was saved in Firebase. 

The study was conducted in a room at the training center (P1-
P13) or a location chosen by the participant (P14), ensuring enough 
space and low noise levels. 

4.4 Methodology 
The study had a within-subjects design, where all participants exe-
cuted a navigation task with three diferent conditions – the three 
locomotion techniques. The order of each condition was counter-
balanced, using the latin-square design. Our methodology revolves 
around quantitative analysis, involving participants’ task perfor-
mance and self-reported ratings (e.g., comfort, fun), and qualitative 
analysis based on semi-structured interviews and observation. 

4.4.1 Navigation Task. Participants performed three navigation 
tasks, one with each technique and layout (Figure 3). These tasks 
mimic traditional A to B navigation, which is common in many 
contexts where users know where they want to go (e.g., in So-
cial VR or in games). We selected simple tasks (e.g., similarly to 
[20, 26]) due to the lack of knowledge about the accessibility of 
these techniques. For each task, participants were asked to reach 
fve objectives as quickly as possible. These objectives emit a spa-
tialized sound, enabling participants to understand their location. 
The objectives appear sequentially (from 1 to 5), meaning there is 
only one active objective at each time. An objective appears right 
after reaching the previous one or after a time limit of three minutes 
(for that objective) to avoid fatigue and frustration. If unsuccessful, 
a corresponding mono sound would play, and the avatar would be 
positioned on the objective location, ensuring all participants start 
from the same position when seeking the next objective. 

We started with simple scenarios (from A to B, without obstacles 
nor other users), moving to slightly more complex ones (e.g., in-
cluding walls to cope with collisions). When starting, the avatar is 
misaligned with the frst objective (90 degrees to the left or right) to 
require reorientation (Figure 3). Objectives O1 and O2 only require 
reorienting and moving straight. O3 requires moving straight but 
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Table 1: Participant demographics, with experience (technology and virtual environments) rating from 1 (Not Experienced) to 7 
(Very Experienced). 

ID Age Gender Technology Virtual Environments VR Experience 

P1 63 M 4 4 1-2 times 
P2 55 M 7 4 None 
P3 38 F 6 4 None 
P4 29 F 4 1 None 
P5 39 M 5 1 1-2 times 
P6 38 F 5 5 None 
P7 26 F 7 5 None 
P8 40 M 5 3 1-2 times 
P9 49 F 4 3 None 
P10 55 M 4 5 >5 times 
P11 38 M 3 1 None 
P12 35 M 5 3 1-2 times 
P13 41 F 5 4 1-2 times 
P14 35 M 6 4 1-2 times 

includes an obstacle in the middle of the gravel path. In these objec-
tives, a gravel terrain represents the shortest path. While this may 
work as a hint, participants were not informed and were completely 
unaware of the environment, as we wanted to grasp if participants 
leveraged these diferences. Objectives O4 and O5 had obstacles in 
the gravel path and along the shortest path. These intend to force 
collisions to better understand how each technique supports such 
scenarios. To compare users’ performance using each locomotion 
technique, we collected data regarding the number of objectives 
successfully reached, completion time and distance traveled. 

After completing the task with each technique, we asked the 
Single Ease Question [54] where participants had to rate task ease 
from 1 to 7 (1- Very Difcult, 7- Very easy). We also used 7-point 
Likert Items about the efciency, fun, comfort, and accessibility of 
each technique (from 1- Strongly Disagree to 7- Strongly Agree). 

4.4.2 Semi-Structured Interview. We conducted a semi-structured 
interview, focusing on understanding the rationale behind partic-
ipants’ preferences and each technique’s relative pros and cons. 
In addition, we asked about the preferred way to navigate vir-
tual environments in VR, and we tried to understand participants’ 
perceptions of the accessibility of the environment and specifc ele-
ments (e.g., collisions with walls). We audio-recorded the interview 
for later transcription and analysis. 

4.4.3 Procedure. Sessions took on average 84 minutes (minimum 
69, maximum 112). All sessions were conducted by two to three 
researchers, where the frst author conducted the study, and the 
others observed, took notes, and facilitated the experience (e.g., 
moving the cable if needed). 

Introduction. Each session started with a short overview of 
our research and its main goals. Participants were informed about 
their rights and signed a consent form, followed by a questionnaire 
focused on demographics and experience with technology and VR. 
The audio of the whole session was recorded after consent. Par-
ticipants were then introduced to the VR equipment, where the 

researcher gave a brief explanation of its components while partici-
pants explored them with their hands to learn their size, weight of 
the headset and overall button position on the controllers. Then, 
participants were assisted in wearing the Meta Quest 2 hardware. 

Study Trials. Participants were then asked to experiment with 
the three locomotion techniques in sequence. When starting with 
each technique, participants entered a learning environment, where 
features were introduced sequentially by the researcher, who pro-
vided detailed explanations about the feedback and interactions of 
each technique, followed by a TTS message from the system. After 
each message, participants could experiment with the technique and 
clarify questions with the researcher. After completing the learning 
phase and making sure participants did not have doubts about the 
technique, the researcher started the navigation task, where a TTS 
message indicated the goal. After each task, we asked participants 
to rate the fve 7-point questions and asked if participants wanted 
to take a short break. 

Debriefng. After completing the tasks with all conditions, we 
asked participants to rank the locomotion techniques according 
to their preference and performed the semi-structured interview. 
Finally, we thanked participants for their time and insights. All 
participants received a 10€ gift voucher for their participation. 

4.5 Data Analysis 
We ran the Shapiro Wilk test to assess the normality of the task 
performance metrics: number of objectives reached, completion 
time, and distance traveled. The completion time variable had a 
normal distribution for all techniques, while the remaining variables 
did not. To compare the three locomotion techniques, we used 
the ANOVA repeated-measures test for Completion Time, which 
involved a single factor (locomotion technique) with three levels, 
and the (non-parametric) Friedman test for the remaining variables. 
Similarly, we ran the Friedman test to compare the Single Ease 
Question and Likert Items results among the three techniques. 
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We transcribed all semi-structured interviews and conducted a 
mixed deductive-inductive thematic analysis, described as a code-
book approach by Braun & Clarke [9]. The initial codebook was 
created based on our concepts of interest (for instance, the locomo-
tion techniques, fun, efciency, and accessibility) and our familiarity 
with the data, complemented by notes taken during the study. Then, 
three researchers independently coded the same two interviews, 
adding new codes as necessary (e.g. orientation, real movement). 
They met to discuss the resulting codebooks to refne and ensure 
all relevant topics were captured. Then, the remaining interviews 
were split between the frst three co-authors. The themes presented 
in the fndings result from multiple discussions and iterations over 
a live document with sense-checking by all authors. 

5 RESULTS 
We present our fndings supported by a quantitative analysis of per-
formance and participants’ self-reported ratings, and a qualitative 
analysis based on participants’ feedback and observations of their 
navigation tasks. 

5.1 Performance Analysis 
There was no signifcant diference (p=0.17) in the number of 
objectives reached. Eleven participants reached all fve objectives 
with Arm Swinging (M=4.92, SD=0.29), while seven reached all with 
linear Movement (M=4.33, SD=0.98) and eight with Point & Teleport 
(M=4.25, SD=1.48). One participant did not reach any objective 
with Point & Teleport, while on average, participants reached 13.50 
objectives across the three techniques (and six reached all ffteen 
objectives). 

As for completion time (Figure 4), participants on average took 
less time with Arm Swinging (M=233.00, SD=87.89), but no signif-
icant diferences (p=0.301) among techniques were found when 
compared with Linear Movement (M=297.50, SD=209.90) and Point 
& Teleport (M=320.67, SD=230.99). There were also no signifcant 
diferences when comparing the time to complete each objective 
individually. Looking at the time spent on each objective, O5 was 
where participants took longer on all techniques, which was ex-
pected due to its complexity. 

One participant reached all objectives with Point & Teleport 
within 46s, showcasing its potential for efciency, while the mini-
mum for the other two was close to 120s. On the other hand, Point 
& Teleport also represents the longest completion time (900s, for 
the participant unable to reach any objective with this technique), 
showcasing its greater complexity. 

Finally, for the distance traveled, participants walked less with 
Arm Swinging (M=520.79, SD=143.56), with no statistically sig-
nifcant diference (p=0.097). The averages of the other two were 
close to 800m with high variance (Linear Movement M=765.84, 
SD=450.23; Point & Teleport M=837.42, SD=455.65). It was also 
with Arm Swinging that a participant walked the minimum of 
414.17m, across all three. 

5.2 Self-Reported Ratings 
Through the debriefng, participants ranked their favorite tech-
niques, showing a balanced result with varied preferences (Table 

Figure 4: Average completion time per objective [O1 - O5] (in 
seconds) by all participants, for each technique. Error bars 
represent standard deviation. 

2). Linear Movement was the most preferred, but not by far (5 par-
ticipants preferred it, against 4 and 3 of Arm Swinging and Point & 
Teleport, respectively). On the other hand, Linear Movement was 
also the one most mentioned as least preferred (5 participants). 

Table 2: Frequency of participants’ order of preference for 
each locomotion technique 

Locomotion Techniques First Second Third 

Arm Swinging 4 5 3 
Linear Movement 5 2 5 
Point & Teleport 3 5 4 

After fnishing each task, participants were asked to evaluate the 
respective technique according to its Ease of Use, Efciency, Fun, 
Comfort, and Accessibility. We found no statistically signifcant 
diferences among the three techniques in any parameter. Overall, 
the tasks were marked as Easy to complete by most participants 
for all techniques (Figure 5). In addition, all techniques had high, 
similar values for Efciency, Fun, Comfort, and Accessibility. 

Figure 5: The Box Plot Graph demonstrates the variation 
of the answers from 1 to 7, according to the Likert Scale to 
diferent aspects of the Locomotion Techniques (AS - Arm 
Swinging; LM - Linear Movement; P&T - Point & Teleport) 
tested by the participants. 

https://SD=455.65
https://M=837.42
https://SD=450.23
https://M=765.84
https://SD=143.56
https://M=520.79
https://SD=230.99
https://M=320.67
https://SD=209.90
https://M=297.50
https://SD=87.89
https://M=233.00
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5.3 Findings from Qualitative Analysis 
In this section, we present the fndings divided into fve main 
themes: preferences, dealing with direction, controlling movement, 
feedback cues and understanding the environment, and body lan-
guage. All quotes were translated from Portuguese to English. 

5.3.1 Preferences. Participants often justifed their preferences 
when asked to justify their ranking. As reported above, preferences 
varied widely among participants as each technique signifcantly 
impacts the overall experience, by afording specifc advantages 
for a subset of the participants. For instance, those very keen to 
exercise would like the physical activity of Arm Swinging, while 
others would prefer less tiring options. 

“The arms require the person to move more and when 
the distances are long they have to swing their arms a 

lot” - P1 

It is this physical activation, however, the main factor for those 
preferring Arm Swinging: 

“It makes it more interactive and we are more aware of 
the movement (...) if we want to accelerate we move 

our arms, it’s not something we have to press a button." 
- P13 

“For me, for my gaming experience, I like it better 
when it is more physically demanding, let’s say... That 

it involves more movement, real." - P14 

On the other hand, participants who enjoyed being physically 
active, described Linear Movement as uncomfortable or not as 
engaging: 

“What I didn’t like about the joystick was that you 
have to press a button all the time to move forward (...) 

it’s a bit more uncomfortable." - P3 

“I don’t fnd it difcult at all, I just don’t fnd it as 
stimulating, as much, as much fun" - P14 

Linear Movement was often preferred due to its simplicity and 
familiarity among occasional gamers. P1 stated that “the joystick 
was the most fun [technique] and the easiest to learn”, while P8 
referred to his familiarity with buttons in reference to gaming. 

Conversely, participants felt that Point & Teleport was the hard-
est to master (e.g., “But as I say, I had more doubts about using this 
technique than the others, but it went well.” - P1). Its main advantages 
were its ability to move faster and aford a diferent experience: 

“For a matter of . . . imagination (...) for an 
environment a bit diferent. And diferent in the sense 

that it is not natural, right? To human beings ... 
teleporting." - P14 

Despite participants’ preferences, the three techniques were 
generally rated positively and seen as appropriate for this setting: 

“It’s only because I have to choose one. Because for me 
they’re all easy, all good. I liked them all." - P13 

Other participants argued that techniques could be more ap-
propriate for specifc scenarios while sometimes also referring to 
possibly combining them depending on the challenge. For instance, 
P11 mentioned: 
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“In an entrance, I’m on the 2nd foor and want to 
teleport to the entrance of the building. Maybe it would 
be better for me to go downstairs in one click (...) but 
now, if I wanted to go to the ofce, it would be easier 
with my arm, to be sure of the path I’m taking" 

P14 agreed on the advantages of having all techniques available 
or even combining them in the context of a game: 

“I think that the fact that I prefer the frst one [Arm 
Swinging] doesn’t mean that the player can’t choose 
one of the three, and even go on to combine them. Let’s 

suppose the game has levels. I may want to use a 
Teleport level in the frst scenario because it is less 
difcult, so I can reach the objectives quickly. In the 
following levels, I may want to move more cautiously, 

slowly." 

5.3.2 Dealing with Direction. The three techniques rely on the 
headset to convey the head’s virtual orientation. All participants 
relied mostly on full-body rotation to align themselves with the ob-
jectives and then move forward in their direction. For participants, 
it was intuitive to use their bodies to face the intended targets, 
sometimes forgetting there were alternatives: 

“As I was told that I would therefore walk forward 
when the joystick was in that direction, I always tried 
to use the movement of my body, I didn’t even think." -

P1 

Interestingly, when rotating their bodies to try to locate the 
sound of the objective, four participants always rotated to the same 
side (e.g., only turning right) to grasp diferences in sound spatializa-
tion. In addition, some participants performed occasional head (e.g. 
P9, P10, P11) or torso movements (e.g. P3, P11) to try to understand 
the objective’s location. 

Moving in other directions – other from forward – intentionally 
was very rare, even though both Linear Movement and Point & 
Teleport allowed movement in all directions without changing head 
orientation. The rare occasions included, for instance, P6 pointing 
to the side with Point & Teleport while maintaining fxed body 
orientation. 

Unintentionally veering occurred multiple times and was the 
main reason for taking longer to reach the objectives. This was 
mostly caused by a mismatch of head orientation and input direc-
tion, sometimes leading to continuous circular patterns around 
the objective (Figure 6). Such behaviour was more common with 
Point & Teleport, as participants would slightly defect the con-
trollers when teleporting without realizing they were not pointing 
straight ahead. With Linear movement, the cause was usually a 
slight right/left movement with the thumbstick. In both cases, par-
ticipants were often continuously moving and adjusting the orien-
tation as they went, passing right next to the objective and then 
readjusting while moving. Participants, however, did not always 
understand what was happening in such scenarios. 

The wind feedback was intended to prevent veering in Linear 
Movement, but the major focus on the objective led most partici-
pants to miss (or ignore) it: 

“I’ll be honest, I didn’t use it. I really felt it, but I was so 
focused on the goal that I didn’t pay attention." - P1 
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Figure 6: Top view of the environment with participants’ trial trajectories, showing circular patterns - a) P9 (Linear Movement) 
on O5; and b) P6 (Point & Teleport) particularly on O2. Orange solid lines represent the path traveled by the participant and red 
dashed lines indicate the automatic repositioning when the time limit was reached for a given objective. 

Exceptions include P11 and P14, who referred to the importance 
of the wind feedback to prevent them from veering. 

5.3.3 Controlling Movement. Each technique required specifc in-
teractions to control movement, which resulted in variations in 
performance and preference for each participant, despite the overall 
lack of signifcant diferences in these criteria. The proprioception 
of Arm Swinging gave participants a feeling of being in movement: 

“The arm movement really is as if you were walking." -
P5 

“It feels that I am really moving [when] using my 
arms." - P11 

In addition, having greater control of movement may result in 
more precise interactions: 

“As the movement of the technique is slower (...) the 
arm technique allows for more constant control of the 

movement you are making." - P1 

However, most participants did not vary the swing speed, keep-
ing a constant (often the maximum) speed throughout the trial. 
This may be explained, in part, by the lack of feedback when the 
maximum speed is reached, meaning participants could vigorously 
swing their arms without producing diferences in speed: 

“In this technique, I didn’t know the maximum speed. 
That regardless of swinging my arms quickly, the 

speed wouldn’t increase" - P1 

Overall, the style and speed of swinging varied among partici-
pants with some vigorously swinging their arms, and others swing-
ing them gently, resembling a soft jog. Still, both P1 and P14 referred 
to Arm Swinging as slower than the others (despite having the same 
maximum speed as Linear Movement) and suggested increasing 
the maximum speed when Swinging vigorously. With Linear Move-
ment, participants usually moved forward at maximum speed, as 
they could easily push the thumbstick until its limit. This resulted 
in a simpler interaction that was valued by participants (e.g., “It’s 
just your fngers, the button on the side, to the left and up, it didn’t 
take much work” - P12). Still, it also provided less control and notion 
of speed (P11, P14), contrasting with Arm Swinging: 

“I know that it’s all .. down, at maximum speed but I 
don’t feel the speed itself, it’s as if there’s no movement 

that would lead me to conclude that I’m really at 
maximum speed" - P11 

Alternatively, a few participants controlled movement by giving 
small pushes on the thumbstick, resembling clicking a button and 
assessing their next move continuously. In addition, participants 
referred to the freedom of movement given by the thumbstick, 
which resembles locomotion in video games: 

“Is the movement of the joystick. It’s that thing where 
you can have freedom... (...) The joystick allows you to 
move from side to side, make diagonals, play... with the 

game, you know?" - P8 

However, most participants only pushed the thumbstick forward, 
with very few occurrences of lateral walking. Just pushing forward 
lets participants focus only on body rotation to reach the objectives, 
which may also cause a feeling of observer as pointed by P1 (whose 
favorite technique was Linear Movement): 

“It’s curious because while in the others I was aware 
that I was moving, when I was using the joystick 

technique I seemed to be more concerned with directing 
myself towards the goal and more ’in that goalkeeper 

position waiting for the ball to arrive’." 
Point & Teleport difers from the others in the lack of continuity 

of movement, which is impossible to replicate in the real world. 
This caused uncertainty in understanding how to interact with this 
technique, even for those who performed the best. 

In addition, this technique included additional auditory cues, 
which may have raised unique barriers to participants. P6 referred 
to greater difculties using this technique: 

“I don’t know if I’d say it was a disadvantage, but I 
sometimes had a hard time getting to the sound." 

Some participants referred to Point & Teleport as the most ef-
cient: 

“It’s faster. In one click you’re right where you want to 
be (...) And at the same time, you can make the jump to 
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Figure 7: Top view of the environment with participants’ trial trajectories - participants using obstacles as a guide: a) P1 (Arm 
Swinging); b) P14 (Linear Movement); and c) P7 not fnding the limit of the obstacle (Linear Movement). Red dashed lines 
represent the repositioning of the avatar after passing the time limit. 

return, which means I can jump to the other side and 
back in two clicks" - P11 

Still, interactions with this technique were diferent among par-
ticipants. The most efcient ones usually performed “consecutive 
jumps", pressing quickly to teleport, while making minor orien-
tation adjustments. P1 was the most extreme case as he took 46 
seconds to complete the navigation task with Point & Teleport, 
while the fastest trials with Arm Swinging (122s, P3) and Linear 
Movement (116s, P1) were much slower. Other participants, would 
reassess the auditory feedback of the objective after teleporting, tak-
ing longer to complete the trials. Participants also varied their use 
of teleport amplitude and scanned the surroundings. While some 
participants always used maximum amplitude, others reduced the 
length of their teleport when getting closer to the objective, show-
ing awareness of proximity and fear of over-shooting. 

5.3.4 Feedback Cues and Understanding the Environment. The en-
vironment and the techniques have feedback mechanisms encom-
passing diferent audio and haptic cues. All participants agreed on 
the accessibility of the environment and of the techniques, showing 
that minor adjustments and careful (but simple) audio and haptic 
design enable blind people to use these popular techniques. Over-
all, participants were aware of all elements in the environment, as 
portrayed by P14’s comment: 

“In terms of terrains, it had three types, as I understood, 
clay, grass, and water. Ahh, then we had the walls, 
which were perceived with the vibration of the 

controllers and with the sounds of .. beating, almost 
percussive. And in terms of sound, we had a human 
voice singing and a piano. And in the third [Linear 

Movement], we had the wind, the sound of wind to help 
with orientation." 

The spatialization of sound was important for participants to 
understand the direction and proximity to the objective. The sound 
of footsteps was relevant to understanding movement and speed, 
but the diferent terrains, despite being noticed, were somehow 

ignored by participants, who did not grasp their potential relevance 
to the task. 

Multimodality was valued on collision feedback (vibrations and 
bumping sounds), as the vibrations gave an additional cue to what 
was happening: 

“The question of vibration was very important when 
we hit the wall, because it’s diferent information, there 

you go, when we’re listening to the music, we’re 
listening to the footsteps, the wind (...) we can see that 

something strange has happened there." - P3 

All participants tried to identify the objective’s location and 
moved toward it except when blocked by obstacles. Herein, the loco-
motion techniques aford diferent strategies to surpass them. With 
Arm Swinging and Linear Movement, participants often walked 
alongside the wall using it as a guide until there was an opening 
to the objective (Figure 7, a) and b)). Still, as there is no length 
indication, participants often felt uncertain about the best strategy 
to surpass the obstacles: 

“I couldn’t understand at frst if the walls were 
continuous, or if they were just... a sort of barrier... well, 
shorter, with a beginning and an end. No, I couldn’t 
understand that and I had some difculty." - P14 

In such cases, some participants tried to get further from the 
obstacle and then tried again, but sometimes circled and went back 
to the same obstacle (Figure 7, c)). 

Point & Teleport aforded a diferent strategy as participants 
could sweep their arm and scan for obstacles to understand when 
there is none anymore. This allowed participants to bypass obstacles 
and make efcient trajectories. Still, when too close to an obstacle, 
participants’ trajectories would often resemble those of the other 
techniques as participants were required to go around it. 

Participants’ focus on the objectives sometimes led to confusion. 
For instance, some participants felt overwhelmed when dealing 
with the last obstacle: 

“I knew I had to move, but there was the noise of 
hitting the wall and the noise of the music and I was 
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Figure 8: Top view of the environment with participants’ trial trajectories - Example of aimless exploration: a) P8 reorienting 
trajectory (Point & Teleport); and b) P2 using wall to explore (Linear Movement). Red dashed lines represent the repositioning 
of the avatar after passing the time limit. 

like, well and then I suddenly just (...), ‘you have to go 
around because you’re hitting the wall’." - P3 

This can be explained, in part, by the lack of occlusion in the 
environment, where the obstacle in front was not occluding the ob-
jective sound. In such cases, a few participants ignored the collision 
feedback, describing that the sound was right in front of them: 

“I was so focused on the sound that it seemed like the 
sound was already there.... That I’d already located the 
sound and it was right in front of me (...) but at the 
same time I could hear the noise of the wall and the 

remote vibrating a lot." - P11 

In extreme cases, participants maintained the same behaviours 
and continued colliding with the obstacle until the time limit was 
reached. When asked how each technique supports understanding 
the environment, most participants considered all equally able. 
Arm Swinging was sometimes considered the one with the greatest 
potential due to proprioceptive feedback. On the other hand, P1 and 
P11 mentioned that the lack of continuity in Point & Teleport can 
bring new challenges in gaining awareness of the space traveled 
and mapping the environment: 

“I’m going to a space, but I don’t know exactly which 
one, it’s not me making the path, it’s as if I’m 

appearing and disappearing." - P11 

“[With Teleport] the person goes from one place to the 
other, but the space traversed by the jump ceases to be 

explored" - P1 

A few participants occasionally deviated from the objective, leav-
ing the range where the sound is audible. In such cases, participants 
continued an aimless route until fnding an obstacle e.g., the walls 
limiting the environment - (Figure 8) and then reorient their trajec-
tory in an attempt to get closer to the objective. 

Overall, and despite being aware of all the feedback cues, partic-
ipants’ focus on the objectives resulted in little knowledge about 
the spatial arrangement of the environment. One exception was 
P3, who described the three layouts as identical despite their subtle 
diferences: 

“The environments of the three techniques were 
identical. They started with a straight, very simple 
route, then, if I’m not mistaken, a more diagonal one, 
and a third that you had to turn to the left, and always 

go more or less straight ahead." 

5.3.5 Body Language. We explained how to interact with the VR 
application and hardware, ensuring participants could perform 
the actions required comfortably and efectively. Still, we did not 
force a specifc posture or way of interacting with the system. This 
led to diferences in how participants controlled their movement, 
especially in Arm Swinging where the “swings” varied from pulling 
(e.g. front to back), using circular motions, or using only one arm up 
and down. In addition, P14 performed as instructed but suggested 
a motion close to cycling: 

“Instead of up/down, it could perhaps be a diferent 
technique: front/back (...) In fact, it could even combine 

the two issues, which is, this almost rotational 
movement (...) which, in the end, is probably even 
closer to walking (...) so maybe this is a more 

bicycle-like movement." 
In Arm Swinging, participants also unconsciously started walk-

ing in the real world, expressing difculties in suppressing this 
movement when frst introduced to the technique. P1 referred to 
this tendency to move, especially with Arm Swinging, but also with 
the other techniques. 

“The most challenging thing for me was really being 
able to control the movement of my body, specifcally 
to direct myself in the right directions and then even 
with the other techniques, I was able to inhibit that 

tendency to move forward, I think control of position is 
important." 

Participants also held the controllers in diferent ways. For in-
stance, some participants kept them close to their chest in all tech-
niques, as a way to prevent accidental collisions with real-world 
objects. Still, some hit both controllers against each other or even 
with the headset (especially with Arm Swinging). 
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Point & Teleport has also created unexpected behaviours, as 
many participants would sweep their surroundings (especially fac-
ing forward), sometimes resembling a white cane. P7 actually re-
ferred to its similarity with a white cane during the learning phase. 
P6, on the other hand, would keep a relatively stable head ori-
entation while teleporting in the direction of the sound, which 
contrasted with the body posture of the other participants who 
would try to align their heads with the objective. 

Linear Movement observed a similar posture among participants, 
independently of how they held the controller (e.g., either closer or 
further their bodies). An exception is P9 who would actually point 
the controllers in the direction of where she intended to move. 

6 DISCUSSION 
We investigated if and how three popular locomotion techniques 
support blind people navigating VR environments. Results show 
that most participants could complete the navigation tasks success-
fully, suggesting that the core implementation of these techniques 
augmented with careful but simple audio and haptic design (e.g., 
using footsteps, collisions, and teleport feedback) enables blind 
people to navigate in VR experiences. In this section, we answer 
our research questions by summarizing the main results of the user 
study, and we discuss the lessons learned from our analysis, aiming 
to inform the design of accessible VR experiences and locomotion 
techniques. 

6.1 RQ1. What are the diferences among Arm 
Swinging, Linear Movement, and Point & 
Teleport in terms of performance and user 
preference? 

Our quantitative analysis revealed no signifcant diferences among 
techniques in the performance metrics - number of objectives 
reached, completion time, and distance traveled. These results difer 
from the participants’ subjective ratings in BlindWalkVR [35], who 
perceived joystick-based interaction as more precise than three 
walking-based techniques (that rely on treadmills or feet trackers), 
and faster (along the Omni Treadmill) than the others. In addi-
tion, prior studies with sighted participants report faster comple-
tion times with Teleport- than with Joystick-based techniques [49]. 
However, our study revealed that participants’ performance was 
highly user-dependent as, for instance, Point & Teleport resulted 
in both the fastest and the slowest trials. 

Similarly, preferences were balanced across users and were often 
aligned with performance – but not always (e.g., P1 preferred Linear 
Movement, but was much faster with Point & Teleport). Regarding 
Ease of Use, Efciency, Fun, Comfort, and Accessibility, participants’ 
self-reported ratings showcase very positive ratings but, again, bal-
anced across techniques. Prior comparisons performed with sighted 
people found diferences in related aspects. For instance, Joystick 
and Arm Cycling (similar to Linear Movement and Arm Swing-
ing, respectively) were classifed as more enjoyable than Teleport 
(among others) [16]. Another study reported an overall preference 
for Teleport (and redirected walking) over joystick-based interac-
tion [40]. In contrast, our study showed diferent, but balanced 
preferences among blind participants, while all conditions were 
perceived as equally fun. 

6.2 RQ2. What are the relative advantages of 
each technique and how do users’ 
interactions and strategies impact 
performance? 

Each locomotion technique aforded specifc interactions, provid-
ing diferent advantages to participants. For instance, the proprio-
ceptive feedback of Arm Swinging provided greater control over 
mobility, while Linear Movement was mostly praised for its famil-
iarity and simplicity. On the other hand, Point & Teleport has the 
potential for efciency and for inspecting the environment. 

These advantages promoted diferent strategies by some par-
ticipants (e.g., scanning for obstacles with Point & Teleport, and 
trailing the wall – a common strategy in the real world [37] – to 
surpass it with the others), which impacted overall performance. 

6.3 Lessons Learned 
We extend the answers to our research questions by discussing the 
lessons learned from the fndings of the user study. 

Arm Swinging, Linear Movement, and Point & Teleport 
can support accessible VR Experiences (with appropriate 
audio and haptic design). The three techniques were augmented 
with audio and haptic cues that provide crucial feedback for users 
to perceive their movement and the surroundings. Feedback of 
footsteps, collisions, diferent terrains, or to indicate the objectives 
have been suggested or implemented in the literature related to 
virtual environments for blind people [21, 35]. Findings have shown 
participants’ ability to (almost always) reach the objectives with all 
techniques in a relatively simple task. VR designers may use these 
fndings to select and implement popular locomotion techniques 
that support accessible experiences with little to no additional efort 
– e.g., many experiences already include a sound for collisions and 
footsteps – and leverage our adaptations as a starting point for 
their techniques and experiences. One may speculate that similar 
techniques (e.g., other walking-based techniques) would also result 
in overall positive performances, meaning that – with careful audio 
and haptic design – most locomotion techniques available can 
potentially support accessible VR experiences for blind people. 

That being said, further research is needed to understand how 
each technique supports diferent scenarios, especially if consider-
ing more complex tasks and experiences. For instance, prior work 
has investigated diferences in spatial understanding, suggesting 
that a VR treadmill was more efective in remembering routes but 
less efective in remembering obstacles than VR trackers (walking-
in-place) [25]. In our study, participants referred that, while Point & 
Teleport could be used to quickly reach a destination, Arm Swinging 
could be used when more caution or precision is needed. Experi-
ments under diferent scenarios and complexities can help further 
understand the pros and cons of each technique. 

Body Rotation makes interactions even simpler. Partici-
pants took advantage of the proprioceptive feedback aforded by 
VR and the locomotion techniques. Body rotation is important for 
spatial orientation [42, 52] and prevailed over other orientation 
techniques, such as rotating the head alone, or moving sideways 
with Linear Movement (or Point & Teleport), as participants usually 
moved straight ahead. This was more evident in Linear Movement 
due to its simpler and familiar interaction with the thumbstick 
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[35], which was further simplifed by participants who relied on 
body rotation to deal with direction, using the thumbstick only 
to move forward – or diagonal-forward, sometimes unintention-
ally (veering). Such behaviour suggests VR designers may rely on 
body rotation as the main orientation factor. This is also relevant 
in Linear Movement where participants’ mode of interaction ques-
tions the need for a typical thumbstick for input – in such cases a 
single button for navigation could sufce, complemented by head 
orientation to steer (e.g., similarly to the Lazy Mode in the RIP 
Motion technique [18]). Still, designers should consider that such 
simplifcation would afect the freedom of movement that would 
allow other types of interactions. 

Arm Swinging is perceived to provide greater awareness 
and control of movement. Arm Swinging, as a walking-based 
technique, adds the proprioceptive feedback of walking by swinging 
the arms. This technique resulted in mixed opinions regarding 
the physical activity required – those keen to it enjoyed it, while 
others found it tiring – a fact also observed in the literature [6]. 
Some participants reported having greater awareness and control 
of movement with Arm Swinging, despite the lack of diferences 
in overall performance metrics. Also, most participants moved at 
a constant, maximum speed (which also happened with Linear 
Movement). This suggests that their perceived control may not 
have been refected in the virtual environment, likely due to a 
low maximum speed threshold. Designers and future research may 
increase such values to provide greater speed variations, potentially 
improving actual control over movement. However, despite the lack 
of reports of cybersickness in VR for blind people, special attention 
must be given to the sound of footsteps to keep them natural and 
accurately convey speed. 

In addition, our tasks and metrics did not focus on participants’ 
spatial representations of the environment, but anecdotal evidence 
suggests loss of information when using Point & Teleport since 
this space is not traveled, and a reduced perception of speed when 
using Linear Movement. While this suggests that designers may 
use walking-based techniques when such spatial representation is 
important (as also hinted in [40]), further research is needed to eval-
uate how each technique supports building mental representations 
of VR environments. 

Point & Teleport has great potential for efciency but may 
require additional training. Prior studies on VR locomotion for 
blind people have focused on continuous walking through the 
virtual environment with either walking- or steering-based tech-
niques [25, 35, 56]. To our knowledge, this is the frst work studying 
Selection-based (specifcally, Point & Teleport) with blind people 
and comparing it with other techniques. This technique contrasts 
with the automated ones sometimes found in digital games, which 
impact users’ sense of agency [21], but enables users to quickly 
move to a desired destination within a specifc range, in any direc-
tion. Some participants leveraged this by performing rapid consec-
utive teleports until reaching the destination. P1 spent less than 
half the time with this technique than the fastest participants in the 
other two techniques. This links to fndings of prior studies with 
sighted people [8, 49], suggesting designers may consider Point & 
Teleport an appropriate choice both for blind and sighted people 
when efciency is key. 

Despite its potential, fndings also showed that Point & Tele-
port was the most efcient technique only for a small subset of 
participants. This was mostly caused by its greater complexity, 
which is also a drawback for sighted people [29, 44] who beneft 
from experience with the technique [49]. Designers may leverage 
this knowledge to create mechanisms (e.g., through practice or 
tutorials) to speed up learning when needed. In addition, Point 
& Teleport required additional feedback cues to give a sense of 
distance. Future research may seek ways both to reduce complexity 
while maintaining its advantages and to investigate how blind peo-
ple’s continuous experience with this technique (and the others) 
impacts performance. 

Point & Teleport can be designed to support scanning the 
surroundings. Point & Teleport ofered the unique option to scan 
the surroundings without moving in the virtual environment. In our 
study, this feature could detect obstacles and assess their distance, 
supporting participants’ decision-making through more efcient 
trajectories around obstacles. A parallel can be made with spatial 
awareness tools developed in the contexts of digital gaming [48], 
in particular, NavStick [47], which allows blind gamers to inspect 
what is around them. 

This feature may gain further relevance in more complex envi-
ronments where the user’s avatar may incur damage (or worse) by 
moving to a specifc location (e.g., to a hole, clif, or lava terrain). In 
such cases, upfront feedback may give further knowledge about the 
environment, which may provide alternatives to preventive strate-
gies (such as constantly saving the game to load in case of hazard 
[21]) or fail-safe interactions [51], which decrease the challenge and 
sometimes user’s agency. Further research may explore how this 
kind of feedback can be provided to blind users in walking-based 
techniques (e.g., as a preview), as the terrain (or its absence) is only 
perceived after stepping on it. 

Specifc body language may afect performance. We ob-
served diferences in body language linked to the Arm Swinging 
technique, including a suggestion to perform rotational movements 
resembling riding a bicycle (which is an existing technique [16]). 
These diferences in body language may be related to blind people’s 
use of the white cane or guide dog, which may prevent this move-
ment in their daily lives or to the absence of prior examples (e.g., 
by observing others or videos) that are usually presented visually 
(which also happens, for instance, with gestures[32]). Designers 
should consider these interactions by ensuring they are accounted 
for or providing instructions on how to execute them. Another 
impact of specifc body language is the frequent veering, especially 
in Point & Teleport, where some participants struggled to point the 
controller straight ahead, negatively infuencing their performance 
as further discussed below. 

Veering is also a problem in virtual navigation. Veering was 
the cause of most cases where participants missed an objective or 
circled it repeatedly. Veering is also common in real-world loco-
motion [15, 31], and researchers have proposed systems to either 
prevent or correct it [50, 55]. In this study, we included a subtle 
sound in Linear Movement to indicate participants were walking 
straight, but most participants ignored these due to being focused 
on the objectives. Future research may explore if more noticeable 
corrective sounds (or using another modality, such as haptics) have 
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a greater impact in preventing veering while ensuring the experi-
ence is not negatively impacted. 

We observed that a mismatch between head and input (con-
trollers or thumbstick) orientation often caused veering, both in 
Point & Teleport and in Linear Movement. In the frst, participants 
would often point the controller with a slight diagonal orientation, 
while in the latter, the same happened with the thumbstick. In con-
trast, Arm Swinging relies on head orientation to control direction, 
causing less veering. This suggests that techniques with movement 
restrictions – e.g., relying on the head alone to control direction 
[10] – may prevent veering. Still, this comes at the cost of freedom 
of movement, since users can only move forward. 

6.4 Limitations 
Numerous locomotion techniques have been proposed and imple-
mented, each with some possible variations. In our implementa-
tions, we tried to use representative examples of each technique 
but were required to make decisions that may impact the results. 
For instance, the decision on maximum speed was defned based 
on prior work and on experimentation, but there is no standard 
available. Faster locomotion could, for instance, be perceived as 
unnatural or infuence the performance results. 

We also made decisions regarding the haptic and audio feed-
back provided, which were needed to convey information about 
what was happening in the environment but may have infuenced 
the results. Such feedback was carefully introduced based on prior 
research and current practices. For instance, footsteps and colli-
sion feedback are common in virtual environments, and we used 
spatialized audio to convey the location and distance of the tele-
ports. However, we note that a diferent set of cues could result in 
a diferent experience and results. In addition, without a baseline 
consisting of the core implementation of the techniques alone, it is 
not possible to assess the impact that the audio and haptic cues have 
on participants’ performance, preferences, and behaviours. Still, 
we believe specifying and making our implementations available 
online will enable replication and future experimentation. 

The tasks and environment used allowed us to understand how 
these techniques support accessible navigation in simple scenarios, 
but VR applications are often more complex and dynamic, with 
multiple objects and users. Further research is needed to understand 
if and how these techniques should be adapted to cope with the 
additional information and feedback in such scenarios. 

We also note that the study included a relatively small sample 
of diverse participants, which likely contributed to highly user-
dependent results and, consequently, a lack of signifcant diferences 
in the performance metrics. While we did not observe personal char-
acteristics that could have infuenced these performance diferences, 
future research may explore individual diferences in-depth. On the 
other hand, participant diversity enabled us to learn from a broader 
set of experiences that resulted in rich qualitative fndings. 

7 CONCLUSION 
We implemented three popular VR locomotion techniques and 
augmented them with auditory and haptic cues for accessibility. 
We performed a user study aiming to compare the three techniques 
in terms of performance and preferences, as well as to understand 
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their relative advantages and the strategies they support. Results 
showed no signifcant diferences in performance but contrasting 
preferences where both were highly user-dependent. Ultimately, 
they also showed that popular locomotion techniques prevalent in 
mainstream VR applications can be accessible to blind people, as 
long as appropriate audio and haptic cues are included. If considered 
by design, these cues may pave the way for more accessible VR 
experiences, while the lessons learned from our work may inform 
the design of locomotion techniques that improve blind people’s 
experience and performance. 
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