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ABSTRACT
Increasing number of ubiquitous devices are being used in the med-
ical field to collect patient information. Those connected sensors
can potentially be exploited by third parties who want to misuse
personal information and compromise the security, which could
ultimately result even in patient death. This paper addresses the se-
curity concerns in eHealth networks and suggests a new approach
to dealing with anomalies. In particular we propose a concept for
safe in-hospital learning from internet of health things (IoHT) de-
vice data while securing the network traffic with a collaboratively
trained anomaly detection system using federated learning. That
way, real time traffic anomaly detection is achieved, while maintain-
ing collaboration between hospitals and keeping local data secure
and private. Since not only the network metadata, but also the ac-
tual medical data is relevant to anomaly detection, we propose to
use differential privacy (DP) for providing formal guarantees of the
privacy spending accumulated during the federated learning.

CCS CONCEPTS
• Security and privacy → Intrusion detection systems; • Ap-
plied computing → Health care information systems; • Comput-
ing methodologies→ Anomaly detection; Distributed artificial
intelligence.
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1 INTRODUCTION
The rapid development of the internet of things (IoT) leads to a
variety of applications in society, enabling simplification and im-
provement of the quality of life of end-users. This is also the case
with mobile and eHealth, where human health and well-being come
first. With the help of various sensors for monitoring the human
body, the possibilities for diagnosis, early prevention, treatment
and administration of drugs are becoming faster and easier [15].
Also, mobile devices and smartwatches with accelerometers and
pulse oximeters today play a key role in the remote monitoring
of patients and health evaluation of regular people (fall detection,
etc.) [8].

However, such devices also have their drawbacks. Due to the
heterogeneity of sensors and technologies used in the transmission
of data in eHealth environments, the risk of violating the privacy
of patients’ data and their electronic health records increases. Net-
worked devices can be turned off, reconfigured or reprogrammed,
which could put patients at risk or have catastrophic consequences
on their health [22]. For instance, it was shown that malware could
be deployed to pacemakers or insulin pumps [3, 18] that could
quickly result in the patient’s death.

In order to preserve the safety of patients and their data, new
and improved ways are being sought to detect such anomalies in
real-time so that timely responses can be made. Because we are
considering protecting IoT networks, the traditional network in-
trusion detection system (NIDS) that exist cannot fully cope with
the new attacks that are taking place. Machine learning (ML) has
already shown high efficacy in detecting anomalies. Recently, fed-
erated learning is emerging as a promising new variant that can
significantly improve the time to detect and deal with such anom-
alies without compromising patient data. Hospitals can keep their
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data on-site and only have to commit to training the model locally
and sending model updates to a server. The collaboration of many
parties allows the model to have access to a larger and more di-
verse dataset, making the predictions more accurate than classical,
centralized ML.

This paper proposes securing the in-hospital network traffic
with an anomaly detection system trained collaboratively using
federated learning. The system takes network information, as well
as patient data as input and uses differential privacy (DP) to ensure
the data privacy during the training process. With the anomaly
detection system trained an in place, the locally collected internet
of health things (IoHT) data can be trusted and used for e.g. ML
training.

2 BACKGROUND
2.1 IoT for eHealth
To meet the needs of patients, doctors and hospitals, IoHT devices
must meet certain security requirements. However, the traditional
network requirements like confidentiality, integrity and availability
are not enough for these specialized types of devices. For IoHT
systems to be considered safe, they must meet additional security
requirements [17], such as:

• Privacy and proper use of data: all data collected and pro-
cessed must be used according to rules in accordance to the
GDPR law.

• Access control: only authorized users (medical personnel)
should be allowed to have access to IoHT devices, as well as
the possibility to modify some of their parameters.

• Anonymity: systems should be able to protect patients’ pri-
vacy and their data.

• Authenticity: systems should have the ability to verify and
validate user profiles.

• Data integrity: systems should be able to prevent unautho-
rized data modifications.

The possible attacks which may occur in such networks are
explained in the following paragraphs.

Data confidentiality attacks. In these types of attacks, personal
and private information like medical patient records is leaked, mod-
ified or hijacked. Here, different passive types of attacks can be
performed: eavesdropping, wiretapping, packet capturing and data
interception.

Privacy attacks. These types of attacks violate the location, be-
havior or real identities of patients. Using traffic analysis, identity
tracking or location tracking, attackers can relate a person with a
place, putting their privacy and maybe life at risk.

Message authentication and data integrity attacks. These attacks
alter messages transmitted through the network in order to target
the integrity of a system or data. By cloning, spoofing, malicious
script injection, message tampering and alteration, or malicious
data injection, attackers can manipulate sent/received messages or
send false messages to doctors, which can lead to accidents.

Device and user authentication attacks. Attackers use replay at-
tacks, masquerading, cracking, dictionary, rainbow table, birthday,
session hijacking, brute force and man in the middle attacks to
overcome passwords and gain access to patients’ credentials and
hospital sensitive information for fraud and other purposes.

Malware attacks. These types of attacks exploit a software vulner-
ability or security gap to gain unauthorized access to the medical
system, delete or modify patient sensitive information. Examples
are spyware, ransomware, botnet attacks, logic bombs, remote ac-
cess Trojans and worms.

Availability attacks. By reducing the performance of medical
devices and systems, attackers can prevent nurses and doctors from
gaining a real-time insight in a patient’s condition, which can de-
grade their health and possibly lead to false diagnosis and incorrect
therapy. Also, they can prevent devices from being operational —
temporarily or permanently, exhausting the system’s resources.
Here, different types of attacks can be performed: denial of service,
deauthentication, wireless jamming, flooding (ICMP flooding, SYN
flooding), black nurse and delay.

2.2 Federated Learning
Federated learning is a novel distributed ML approach enabling
the training of models on private datasets, i.e., datasets that should
not be transferred and shared due to privacy reasons. The collab-
oration between the participants is enabled by exchanging model
parameters instead of the actual sensitive data itself. [9]

The training procedure involves a central server component
which keeps track of the current global model, typically an artificial
neural network, and controls the training. In each federated training
round, the server selects a subset of clients at random who receive
the current model parameters. This model is then trained for a
predefined number of local epochs by applying a gradient-based
optimization method using the local datasets before sending the
updated model parameters back to the server. The global model
at the server is finally updated using the average of all received
parameters, weighted by the amount of local data. This process is
repeated until model convergence is achieved, or alternatively in an
online learning scenario the training is performed indefinitely. [9]

2.2.1 Federated Learning with Differential Privacy. DP describes
a formal formulation of privacy constraints in data science and
ML [4]. It provides upper bounds for the risk of re-identifying
the impact of a single datum in database queries or ML models.
Formally, DP is defined as follows.

Definition 2.1 ((𝜖, 𝛿)-DP [4]). A randomized mechanism M :
D → R with domain D and range R satisfies (𝜖, 𝛿)-DP if for any
two adjacent inputs 𝑑,𝑑 ′ ∈ D and for any subset of outputs S ⊆ R
it holds that,

Pr[M(𝑑) ∈ 𝑆] ≤ 𝑒𝜖Pr[M(𝑑 ′) ∈ 𝑆] + 𝛿

Adjacent inputs are defined as inputs differing in a single in-
stance, that is some data point is present in one and absent in the
other. The privacy loss, 𝜖 , is the upper bound of the distance of
two mechanism outputs generated by adjacent inputs. It is also the
logarithm of the ratio of probabilities of observing the same output
with two adjacent inputs. For (𝜖, 𝛿)-DP, also called approximate DP,
𝛿 represents the probability that the aforementioned bound does
not hold. Applied to ML, DP entails the introduction of noise into
the training procedure. Typically, the gradients are perturbed with
Gaussian noise having zero mean and variance tuned to the sensi-
tivity of the gradients. Multiple training rounds increase the privacy
loss and Abadi et al. [1] propose the use of amoments accountant to
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keep track of the current privacy spending. Recently, this approach
has been extended to federated learning, hiding the participation of
individual clients or single data points in the training process [7, 21].
It has shown to provide protection against membership inference
and data reconstruction attacks [7, 10].

3 RELATEDWORK
3.1 Anomaly Detection in eHealth Networks
One of the most common approaches when it comes to IoHT traffic
anomaly detection is using NIDSs or host-based intrusion detec-
tion systems (IDSs) (if the logs and data of the sensors are also
being used). Both approaches use different metrics to separate sig-
natures (known attacks) and anomalies (unknown attacks) from
normal network traffic flow. The signature-based approaches can
easily detect known patterns, but lack the ability of detecting new
attacks [11]. By learning from benign network data, the anomaly-
based approaches perform better because they are able to detect
unknown attacks as well as known ones. However, this comes with
greater computational cost and less detection accuracy.

The recent advancements of ML techniques have proven benefi-
cial in addressing IoHT anomaly detection. Some of the approaches
to secure IoHT with ML involve sensor anomaly detection, while
other approaches used ML for intrusion and malware detection.

Gao and Thamilarasu [6] used decision trees, support vector
machines (SVMs) and K-means clustering to detect attacks on im-
plantable devices. The results showed that the decision tree algo-
rithm achieved the highest accuracy with fast training and predic-
tion compared to the other algorithms. The SVM was the algorithm
of choice in the study of Verner and Butvinik [20], where data
of a blood glucose sensor was inspected in an attempt to detect
accidental data modification intrusions. Other researchers [13] im-
plemented an ML model to separate valid from anomalous data
using a combination of a neural network (NN) with Ensemble Linear
Regression as detection method.

Shakeel P et al. [19] used a Deep-Q-Networkmethodology, where
the IoHT system was analyzed by a deep NN in order to detect and
eliminate any malware attacks. Malware detection-based research
can be found in the work of Fernández Maimó et al. [5], where
Naive Bayes and one-class-SVM techniques were used to detect
and classify ransomware. Alrashdi et al. [2] were able to obtain
better accuracy and detection time of their decentralized fog-attack
detection architecture compared to a centralized framework using
an online sequential extreme learning machine.

3.2 Anomaly Detection using Federated
Learning

Recently, federated learning has been applied to anomaly detection
in order to benefit from larger databases and faster response times
as opposed to anomaly detection hosted as a service.

Preuveneers et al. [16] propose a combination of federated learn-
ing and distributed ledger technology. They train an autoencoder
model to detect anomalies in network traffic. The use of a blockchain
removes the need for a trusted central entity and subsequently the
risks of a single point of failure.

The authors in [14] developed a device-type-specific IDS that
converts data into language symbols and uses language analysis for

anomaly detection. In addition, the security gateways collaborate in
a federated learning system and do not require data labeling. Their
evaluation showed a detection rate of 95.6% and no false positives.

Zhao et al. [23] extend the anomaly detection task with two
more (VPN or Tor traffic recognition and traffic classification) and
solve all problems simultaneously utilizing a multi-task learning ap-
proach. Their multi-task deep neural network is able to outperform
centralized models on all tasks.

As a means to further improve the detection accuracy, [12] pro-
pose a random forest ensemble of multiple Gated Recurrent Units
trained with different window sizes. This creates a trade-off be-
tween the overhead of training multiple models in parallel and the
performance improvement of the ensemble approach.

Current related work does not specifically target the medical or
IoHT domain. As data here is very sensitive, it is vital to consider
data privacy when developing solutions for anomaly detection in
this area. Federated learning is the first step towards that goal, but
there is room for improvement.

4 PROPOSED SYSTEM ARCHITECTURE
We propose to enable safe in-hospital learning from IoHT device
data by securing the network traffic with an anomaly detection sys-
tem trained collaboratively using federated learning. This approach
will enable real time traffic anomaly detection, while maintaining
local patient data intact and implementing collaboration between
hospitals. Fig. 1 shows the proposed system architecture. It consists
of multiple clients in the form of hospitals or clinics, and a server
that can communicate with all clients.

Figure 1: Proposed system for eHealth anomaly detection
with federated learning. Different hospitals possess differ-
ent kinds of data sources. All network traffic is used to train
the anomaly detection model, and the model is used to de-
tect malicious traffic.

Client-side. Hospitals collect data with a number of connected
IoHT devices. Intensive care units (ICUs) are equipped with sta-
tionary patient monitoring devices measuring heart rate, blood
pressure, blood oxygen saturation, etc., but also active devices such
as infusion pumps and ventilators. Additionally, more and more
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wearable devices are introduced into the normal wards in order
to collect more patient data e.g. during surgery recovery. Further-
more, clinics may possess environment monitoring sensors such as
humidity, temperature or smoke sensors. All that data can provide
feedback to the hospital staff and possibly alert them in case of
any signs of condition deterioration, which makes it important that
the information is accurate and not compromised. Moreover, the
hospitals may have an interest in training ML models with this data,
which also requires a clean and high-quality dataset. As a means to
protect the data integrity and network systems, we propose that
hospitals collaborate in a federated learning system to jointly train
an anomaly detection model. Different models could be applied
here, e.g. autoencoders or k-nearest-neighbors. When notified by
the parameter server, the hospital has to update the model with its
local data and send the updates back to the server. Including the
actual data in the input to the model is beneficial, since there could
be an attempt of malicious data injection. Since the data could be
sensitive patient data, it has to be protected from membership infer-
ence or data reconstruction attacks on federated learning systems.
Here, the introduction of DP provides privacy guarantees to data
owners. It is to be investigated if the trade-off between privacy and
model accuracy is feasible for the use-case.

Server-side. The server takes on the role of the parameter server
in the federated learning system. The global model will be initiated
here, and the server deals with hospital selection per training round,
as well as parameter distribution, collection and averaging.

The proposed federated learning architecture has several advan-
tages for the participating hospitals. They can benefit from each
others benign train data, making the anomaly detection model
training set larger, and the model itself stronger. This can remove
reservations for introducing more ubiquitous devices into everyday
clinical practice, which can benefit the patients as well as doctors or
nurses. The former receive better care while the latter have more in-
formation at their disposal to determine appropriate interventions
and treatments.

5 CONCLUSION AND FUTUREWORK
This paper describes an anomaly detection system for eHealth, en-
abling the secure use of network traffic generated by IoHT devices,
as well as the patient data they generate. Federated learning with
DP is the method of choice to jointly train the anomaly detection
model and protect the sensitive patient information in the process.

Future work will focus on implementing the proposed system
and evaluating the trade-off between privacy and accuracy imposed
by DP. Moreover, future work will strive to address issues related
to the non-independent and identical data distribution across hos-
pitals and patients. Naturally occurring outliers in patient data, e.g.
when their condition is deteriorating, have to be distinguished from
malicious data injection.
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